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Autonomous Network Reconfiguration System In 
Wireless Mesh Networks 
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Abstract— Wireless Mesh Networks (WMNs) are deployed in various applications such as public safety, wireless internet services, environment 
monitoring due to its effectiveness, inexpensive and comfortably. They have also been evolving in various forms such as multiradio/channel systems to 
meet the increasing capacity demands. However,  WMNs may experience frequent wireless link failures due to channel interferences, dynamic obsta-
cles and application bandwidth demands.  Autonomous Network Reconfiguration System (ARS) that allows a multi-radio WMN (mr-WMN) to autono-
mously reconfigure its local network settings such as  channel, radio, and route assignment  for recovery from wireless link failures. In  this paper, we 
present an Autonomous Network Reconfiguration System to reconfigure the network to provide continuous  and an   uninterrupted network settings  with 
a reconfiguration plan. ARS has been evaluated through matlab simulation. We provide the simulation results to show the effectiveness of our proposed 
system. 

Index Terms— Autonomous Network Reconfiguration System, Frequent Link Failures, Link Quality Monitoring, Multi Radio Wireless Mesh 
Network, Reconfiguration Planning, Uninterrupted network services, Wireless Mesh Networks.  

1 INTRODUCTION                                                                     
Wireless mesh networks (WMNs) is an emerging technolo-

gy that uses wireless multi-hop networking to provide a cost-
efficient way for community or enterprise users to have 
broadband Internet access and share network resources. Due 
to its fast deployment, easy  maintenance and low upfront 
investment compared with the traditional wireless networks, 
WMNs has gained considerable awareness in recent years. 
There are many applications based on WMNs, such as public 
safety, environment monitoring, and wireless Internet services, 
the Portsmouth Real-time Travel Information System (POR-
TAL) which is used to provide real-time travel information to 
passengers, broadband home networking  and so on. 

Wireless mesh networks consists of mesh routers and mesh 
clients, where mesh routers have minimum mobility and form 
the backbone of WMNs. WMNs provide wireless network 
access for both mesh and conventional clients. The integration 
of WMNs with  some other networks such as the Internet, cel-
lular, sensor networks, IEEE 802.11, IEEE 802.15, IEEE 802.16, 
can be accomplished through the gateway and the bridging 
functionalities in the mesh routers. In WMNs, the mesh clients 
can be either stationary or mobile,  form a client mesh network 
among themselves with mesh routers. The main objective to 
develop WMNs is to extend the coverage range of current 
wireless networks without sacrificing the channel capacity. 

WMNs   have been evolving in various forms such as mul-
ti-radio/channel systems  to meet the increasing capacity de-
mands by the emerging applications. Multi-radio technologies 
can be used to solve the problem of improving link capacity 
and reliability in WMNs due to the diminishing cost of hard-
ware. To improve the scalability of WMNs, each node in the 
network is equipped with multiple channels which can also 
enhance the capacity and throughput of the network. Multi-
hop wireless mesh networks experience frequent link failures 
caused by the channel interferences, dynamic obstacles, and 
bandwidth demands. These downfalls cause severe perfor-
mance degradation in WMN. 

 
Autonomous network Reconfiguration System (ARS) that 

enables a multi-radio WMN to autonomously recover from 
local wireless link failures to preserve the network perfor-
mance. By using the channel and radio diversities in wireless 
mesh network, ARS generates necessary changes in local radio 
and channel assignments in order to recover from those fail-
ures. Next, based on thus generated configuration changes, 
the system co-operatively reconfigures the existing network 
settings among local mesh routers. 

  

 Fig 1. Wireless Mesh Network 
 
To improve the performance of the ARS, the reconfigura-

tion plan is  made based on the energy of the nodes and thus  
network settings has been protected with continuous recon-
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figuration among the nodes. 
 

2 RELATED WORKS 
Multi-hop wireless mesh networks experience frequent link 

failures.  These failures cause severe performance degradation 
in WMN. Maintaining the performance of WMNs in the case 
of dynamic link  failures [2] is  a challenging problem. The 
quality of wireless links in WMNs can degrade due to inter-
ference in other collocated wireless networks, dynamic obsta-
cles, channel interference and/or applications’ bandwidth 
demands.  There are many solutions to recover the WMNs 
from wireless link failures. 

 
 

 
  

Fig 2. Multi radio WMN with link failure 
 
First, Channel assignment and scheduling algorithms [1] 

provides schedulability for channel assignment during the 
deployment of network.  But these algorithms often require 
global network changes because they are not consider the de-
gree of configuration changes from previous network settings. 
These algorithms cause network service disruption, on static 
or periodic network planning, and thus are unsuitable for dy-
namic network reconfiguration that has to deal with frequent 
local link failures. 

 Next, greedy channel-assignment algorithm, which con-
siders only the local areas in channel assignments, and thus 
reducing the scope of network changes than the channel as-
signment algorithms. However, this approach still suffered 
from ripple effect, in which one local change stimulates the 
change of additional network settings at neighbouring nodes 
due to association dependency among  neighbouring radios 
[5]. This undesired ripple effect might be avoided by trans-
forming a mesh topology into a tree topology, but this trans-
formation decreases  network connectivity as well as path di-
versity among mesh nodes. Third, Interference-aware channel 
assignment algorithms [10] can minimize interference by as-
signing orthogonal channels as closely as possible geograph-
ically. These algorithms may require global network configu-
ration changes from changing local QoS demands, results in  
network disruptions. 

ARS, that was used for recovering a multi-radio WMN 
from those problems discussed above.  ARS generates recon-

figuration plan that autonomously recover the mr-WMNs 
from wireless link failures. ARS systematically generates the 
reconfiguration plans together with the QoS  aware planning, 
and it is done only after monitoring the link quality. ARS gen-
erates the reconfiguration plans into three processes like Fea-
sibility, QoS Satisfiability and optimality together with differ-
ent constraint levels such as connectivity,  QoS demands and 
utilization. 

 First, the ARS [8] detect the faulty links or channels. Next, 
once it detects a link failure, ARS in the detector node triggers 
the formation of a group among local mesh routers that use a 
faulty channel, and one of the group members is selected as a 
leader, for coordinating the reconfiguration. Then, the leader 
node sends the planning request message to a gateway [3]. It 
will synchronize the planning requests,  if there are multiples 
requests are acquired. and generates a reconfiguration plan for 
the request. Then, the gateway sends a reconfiguration plan to 
the leader node and the group members. Finally, ARS gener-
ates a reconfiguration plan that requires only local network 
configuration changes by exploiting channel, radio, and path 
diversity. 

3 PROPOSED APPROACH 

The overall modules of ARS are, 
3.1 Network Construction 
3.2 Link Quality Monitoring 
3.3 Planning 

             3.4     Reconfiguration 
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Fig 3. System Architecture 
3.1 Network Construction 

The network is to be constructed  in the form of cluster. It   
should maintains the details of the node such as name of  the 
node, data rate  and the information about the neighbouring 
nodes  to make the efficient route detection. 
3.2 Link Quality Monitoring 

In this module, the quality of the outgoing wireless links of 
every node is to be monitored  to make the conclusion about 
those links in case of incoming and outgoing traffic and data 
rate. Hybrid link quality measurement technique is used  here,  
to measure the status of the wireless network. It also maintains 
the  information about neighbouring nodes. 
3.3 Planning 

In this module, the reconfiguration plans is to be identi-
fied based on the incident faults.  By using the details of 
link-quality information the network is to be organized    in 
to groups. Each router has a specific set of  locations from 
which it can agree the data, and  a  specific set of locations 
to which it can send data. 

ARS generates reconfiguration plans that localize net-
work  changes by dividing the reconfiguration  planning  
into  three  processes. 

i. Feasibility 
ii. QoS Satisfiability 

iii. Optimality 
 

 
Fig 4. Reconfiguration Planning 

i. Feasibility 
Feasible plan generation is essential to search all of  the 

valid changes in links' configuration and their combination 
around the defective area. Given multiple radios, channels, 
and routes, ARS identifies feasible changes  that help avoid 
a local link failure but maintain existing network connectiv-
ity as much as possible. 

ii. Qos Satisfiability 
ARS    identifies  a suitable  QoS  satisfying  reconfigura-

tion  plan,  among  the set   of  feasible plans by checking if 
the QoS constraints are met under each plan. Even though, 
every feasible plan ensures that a faulty link(s) will use the 
non-faulty channels. 

iii. Optimality 
ARS    identifies  a suitable  QoS  satisfying  reconfiguration  

plan,  among  the set   of  feasible plans by checking if the QoS 
constraints are met under each plan. Even though, every feasi-
ble plan ensures that a faulty link will use the non-faulty 
channels. 
3.4 Reconfiguration 

With the developed recovery plan,  the ARS    find out the 
optimal route, which  provides high throughput between the-
source and the destination. 

4 SIMULATION AND RESULTS 
 The  simulation is performed using Matlab.  Based on the 

energy of the nodes, ARS identifies optimal route, which pro-
vides high throughput  between the source and  the destina-
tion. The following  results explores the ARS simulation in 
Wireless Mesh Networks. 

   
 

Fig 5. Mesh Network Construction 
The above figure shows the simulation result of ‘n’ number 

of wireless mesh nodes in the form of Wireless Mesh Net-
works. 

 
Fig 6. Initial Network Reconfiguration 

The above figure shows the simulation result of autono-
mous network reconfiguration system which is initially start-
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ed in the wireless mesh network. 
 

 
Fig 7. Continuous  Network Reconfiguration 

 
The above figure shows the simulation result of autono-

mous network reconfiguration system continuously happened 
in WMNs. Here Network Reconfiguration occurs for every 3 
seconds of time period. 

4 CONCLUSION 
We presented the multi-radio Wireless Mesh Network that 

uses Autonomous Network Reconfiguration System to recover 
the problem of wireless link failures. ARS identifies possible 
changes that helps to avoid a local link failure but maintain 
existing network connectivity as much as possible. This paper 
proposed the Autonomous Network Reconfiguration System 
that provides the continuous and an uninterrupted network 
services by selecting the optimal route between the nodes 
based on the energy of the nodes in that network.  

In future, the ARS can be developed with optimized route 
estimation  in which, the link evaluation is to be done with the 
suitable routing metrics in WMNs. 

 

REFERENCES 
[1] Adlin Akhila Kenz.T and  Jenifer .C [2012], "Autonomous Route De-

tection Using ARSin Wireless Mesh Networks", Bonfring Interna-
tional Journal of Research in Communication Engineering, Vol. 2, 
Special Issue 1, Part 3. 

[2] M. V. Jaishree, Ms. N. Revathi, "Optimized Self Reconfigurable Wire-
less Mesh Networks”, IOSR Journal of Engineering Apr. 2012, Vol. 2(4) 
pp: 656-662 Akyildiz.I, X. Wang, and W. Wang, “Wireless mesh net-
works: A survey,” Comput. Netw., vol. 47, no. 4, pp. 445–487, Mar. 
2005. 

[3] S .Biswas and R. Morris. "Opportunistic routing in multi-hop wire-
less networks". In Proceedings of the Second Workshop on Hot Top-
ics in Networks (HotNets-II), Cambridge, MA, Nov. 2003 

[4] M. M. Carvalho and J. J. Garcia-Luna-Aceves, “Delay analysis of 
IEEE 802.11 in single-hop networks,” in Proc. IEEE ICNP, Atlanta, 
GA, Nov. 2003. 

[5] Draves.R, J. Padhye, and B. Zill, “Routing in multi-radio, multi-hop 
wireless mesh networks,” in Proc. ACM MobiCom, Philadelphia, PA, 
Sep. 2004, pp. 114–128. 

[6] M. Kodialam and T. Nandagopal, “Characterizing the capacity re-
gion in multi-radio multi-channel wireless mesh networks,” in Proc. 
ACM MobiCom, Cologne, Germany, Aug. 2005, pp. 73–87. 

[7] Kyasanur.P  and N. Vaidya, “Capacity of multi-channel wireless 
networks:Impact of number of channels and interfaces,” in Proc. 
ACM MobiCom, Cologne, Germany, Aug. 2005, pp. 43–57. 

[8] Kyu-Han Kim and Kang G. Shin, “Self-reconfigurable wireless mesh-
es Networks” IEEE Transaction on Networking, vol.19, Apr2011.  

[9] L. Qiu, P. Bahl, A. Rao, and L. Zhou, “Troubleshooting multi-hop 
wireless networks,” in Proc. ACM SIGMETRICS, Jun. 2005, pp. 380–
381. 

[10] Ramanchandran.K, E. Belding-Royer, and M. Buddhikot, “Interfer-
ence-aware channel assignment in multi-radio wireless mesh net-
works,” in Proc. IEEE INFOCOM, Barcelona, Spain, Apr. 2006,pp. 1–
12. 

 
 
 
 
 
 
 
 
 
 
 
 IJSER

http://www.ijser.org/

	1 Introduction
	2 Related Works
	3 Proposed Approach
	4 Simulation and Results
	4 Conclusion
	References



